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Abstract: The asymptotic equipartition property (AEP) is fundamental to information 

theory. It is not only instrumental to source coding theorems, but also behind almost all 

asymptotic coding (including source, channel, and multi-user coding) theorems in 

information theory through the concepts of typical sets and typical sequences.  

 

 However, in the non-asymptotic regime where one wants to establish non-asymptotic 

coding results for finite block length n, the AEP in its current form cannot be applied in 

general. In this talk, we will first present our newly established non-asymptotic 

counterpart of the AEP, which is broadly referred to as the non-asymptotic equipartition 

property (NEP), and can be applied to any information quantity such as entropy, 

conditional entropy, mutual information, and relative entropy (or divergence). Using the 

NEP with respect to entropy, conditional entropy, or relative entropy, we will then 

discuss our newly established non-asymptotic source coding and channel coding 

theorems, which reveal, for any finite block length n, a complete picture about the trade-

off between the rate gap (defined as the difference between the coding rate and entropy 

(in lossless source coding) or channel capacity (in channel coding)) and word error 

probability when the word error probability is a constant, or goes to zero with block 

length n at a sub-polynomial, polynomial, or sub-exponential speed. For example, this 

complete picture tells us that for any binary input memoryless channel with uniform 

capacity achieving distribution, if the word error probability goes to zero with block 

length n at a polynomial speed with degree d, the coding rate of linear block codes is only 

about 
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   away from the channel capacity; if the word error 

probability is kept slightly above 0.5, the coding rate of linear block codes can be even 

slightly above the capacity!  In the case of binary symmetrical channel with cross over 

probability p=0.12, at the block length 1000, the word error probability is around 0.65, 

and the coding rate is 0.21% above the capacity! A similar trade-off is also valid for fixed 

rate lossless source coding.  
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