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JFJEE 1: LDPC: Developments, Constructions, Applications, and Research Directions
Abstract: The rapid dominance of low-density parity-check (LDPC) codes in
applications requiring error control coding is due to their capacity approaching
performance which can be achieved with practically implementable iterative decoding
algorithms. LDPC codes were first discovered by Gallager in 1962 and then
rediscovered in late 1990’s. Ever since their rediscovery, a great deal of research effort
has been expended in design, construction, structural analysis, efficient encoding and

decoding, performance analysis, generalizations and applications of LDPC codes.



Numerous papers have been published on these subjects. Many LDPC codes have
been chosen as the standard codes for various next generations of communication
systems and they are appearing in recent data storage products.

In this and the following lectures, recent developments of LDPC codes, their

constructions, applications and possible research directions are presented.

WFJHE 2: A Transform Approach for Construction and Analysis of Quasi-Cyclic LDPC
Codes

Abstract: A matrix-theoretic approach for studying quasi-cyclic codes based on matrix
transformations via Fourier transforms and row and column permutations is
developed. These transformations put a parity-check matrix in the form of an array of
circulant matrices into a diagonal array of matrices of the same size over an extension
field. The approach is amicable to the analysis and construction of quasi cyclic
low-density parity-check codes since it takes into account the specific parity-check
matrix used for decoding with iterative message-passing algorithms. Based on this
approach, the dimension of the codes and parity-check matrices for the dual codes can
be determined. Several algebraic and geometric constructions of quasi-cyclic codes
are presented as applications along with simulation results showing their performance

over AWGN channels decoded with iterative message-passing algorithms.

FJHE 3: Trapping Sets of Structured LDPC Codes

Abstract: LDPC codes perform amazingly well with iterative decoding based on belief
propagation using algorithms such as the sum-product algorithm or the min-sum
algorithm. However, with iterative decoding, most LDPC codes have a common
severe weakness, known as the error-floor. The error-floor of an LDPC code is
characterized by the phenomenon that, as the SNR continues to increase, the error
probability suddenly drops at a rate much slower than that in the region of low to
moderate SNR. High error-floors may preclude LDPC codes from applications where
very low error rates are required. High error-floors most commonly occur for

unstructured random or pseudo-random LDPC codes constructed using



computer-based methods or algorithms. Structured LDPC codes constructed
algebraically, such as finite geometry and finite field LDPC codes, in general, have
much lower error-floors.

Ever since the phenomenon of the error-floors of LDPC codes with iterative
decoding became known, a great deal of research effort has been expended in finding
its causes and methods to resolve or mitigate the error-floor problem. For the AWGN
channel, the error-floor of an LDPC code is mostly caused by an undesirable structure,
known as a trapping set, in the Tanner graph of the code based on which the decoding
is carried out. In this presentation, we are concerned with the trapping set structure of
the Tanner graphs of RC-constrained LDPC codes. For several classes of
RC-constrained regular LDPC codes constructed algebraically, we show that their
Tanner graphs contain no trapping sets of sizes smaller than their minimum weights.
Consequently, their error-floor performances are dominated by their minimum

weights.



